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ABSTRACT 

Risk management has evolved as one of the key success factors for enterprises especially in the financial services industry. It 

is highly demanding in terms of business requirements and technical resources, making it an almost ideal application for 

distributed computing concepts like e.g. grid computing. In this paper we focus on a specific problem—the estimation of 

covariance matrices that provide a powerful tool for decisions on investments. In this context we analyze different network 

topologies that the corresponding calculations can be performed on. We derive complexity classes for a distributed 

calculation scenario on these topologies. As a general result we find an upper and lower bound for the complexity of a 

distributed calculation in an arbitrary network structure. These results not only provide a different view on grid resource 

allocation but also make a contribution towards better understanding the business value of grid computing. 
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INTRODUCTION 

Whereas in the beginning grid computing was restricted to large-scale scientific applications, it has over the past years 

evolved to an increasingly relevant technology for the commercial sector. It is to some extent difficult to differentiate grid 

computing from related concepts of e.g. distributed computing, cluster computing, utility computing, or Service-Oriented 

Architectures. The meaning we intend to convey by our use of the term grid computing in this article is best captured by a 

definition of Buyya, 2004: ‘A Grid is a type of parallel and distributed system that enables the sharing, selection, and 

aggregation of geographically distributed, autonomous resources dynamically at runtime depending on their availability, 

capability, performance, cost, and users’ quality-of-service requirements’. An overview of the status quo and current 

applications of grid computing provide e.g. Berman et al., 2003, Foster and Kesselman, 2003, and Abbas, 2004. 

The availability of grid enabled business applications is a critical success factor for the wider adoption and further 

development of this powerful technology. One of the most promising domains for grid computing is the financial services 

industry with its information-driven business models and high needs for computing power. In fact this sector is often 

mentioned among the key industries for grid computing applications (Ricadela, 2002; Smith and Konsynski, 2004; Friedman, 

2003). In this context resource-intensive risk management applications seem to be especially suitable. With the potentially 

huge amount of computing capacity a grid infrastructure offers (embracing resources of the whole enterprise or even of 

external providers) they can possibly be accelerated dramatically. Yet, even on a grid infrastructure resources are not 

unlimited. Thus it is necessary to consider the complexity associated with the corresponding calculations. For our analysis we 

focus on a specific problem in risk management—the calculation of covariance matrices that, on the one hand, provide a 

powerful tool for decisions on investments but, on the other hand, are a very complex and time-consuming assignment. 

Principles of Risk Management 

Enterprises are investing capital into risky investment objects in order to generate cash inflows and subsequently to increase 

the return of the invested capital. Especially with the background of the financial crisis and following the argumentation of 

Wilson, 1996, pp. 194 it is therefore crucial for the survival and success of an enterprise to be able to allocate the available 

capital to the right combination of investment objects taking into account their specific contributions to the overall risk. In 

order to abide by given risk limits the knowledge of the current overall risk position is an essential prerequisite. Consider for 

example a trading unit that needs exact and timely information about its risk exposure when deciding on security or option 

trades. 
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Finance offers a set of instruments to calculate risk measures, some of them seeming to be promising with regard to grid 

computing concepts. In this paper we focus on the ‘variance-covariance approach’. When measuring portfolio risk it is not 

sufficient to take into account the variances of the investment objects’ periodical returns alone. Instead, also correlation 

effects that exist when returns are not perfectly positively correlated have to be considered which can be achieved using 

covariance matrices. 

The Variance-Covariance Approach 

We can represent risky investment objects by stochastic variables. Typically historical data are used to derive a distribution 

for a stochastic variable. It is then possible to determine the actual risk position of the investment objects or to extrapolate 

from history to the future for the support of investment decisions. For two stochastic variables,  and , we define (with 

 and  denoting the expected values of the variables) the covariance as  

  

Writing  instead of  and  short for the variance of  we can determine the overall risk of a portfolio, , 

consisting out of  investment objects (numbered from 1 to ) as  

  

The instrument of covariance matrices is not restricted to the area of security portfolios. Instead all investments of an 

enterprise, like credit decisions in banks or even customers or projects can be seen as components of the enterprise’s overall 

investment portfolio, having a return and a variance. 

Characteristics of the Calculation of a Covariance Matrix 

The covariance of two investment objects is not previously known and additionally changing over time (heteroscedasticity). 

Therefore covariances have to be empirically estimated by analyzing historical data. Using the basic approach for estimating 

covariances, the covariance matrix can also be calculated by 

 

While the expected values  only have to be calculated once for each investment object, the expected value  

has to be calculated for each pairwise combination of investment objects. This shows that while the calculation of a single 

covariance is not very resource intensive, the calculation of a whole covariance matrix is are more complex problem. 

Although the equality  makes the matrix symmetric, for  investment objects the total number of covariance 

calculations is still given by . 

MODELLING APPROACH 

An algorithm for computing covariances in parallel must tackle questions like which grid resources to allocate to the 

calculation of certain parts of the covariance matrix and how to distribute the input data necessary to perform these 

calculations. Both questions are inseparably intertwined since calculating part of the matrix requires only part of the input 

data and unnecessary transportation of input data should be avoided. These tasks are usually done by a grid middleware. 

However, the proposed problem requires too much domain knowledge for a standard grid middleware to distribute it 

efficiently. 

The grid infrastructure considered for covariance calculation consists of  computing nodes and is depicted by an undirected 

and connected graph. Its vertexes model the nodes while the edges represent physical connections between the nodes. Loops 

and multiple edges connecting two vertexes are not allowed in our model. 

Advancing towards the complexity of grid-based risk management calculations we restrict our considerations on 

communication complexity i.e. the amount of data (we will concretize the unit for measuring the ‘amount of data’ in the 

following section) that has to be exchanged between the nodes of the grid. For a complexity class we use the common 

asymptotic notation with  or  denoting the lower, upper or tight bound for the complexity class respectively. It is not 

surprising that complexity varies for different grid network topologies. Therefore, we propose calculation algorithms for a set 

of standard topologies to find their complexity. 
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Preliminaries 

From here on we will use the term investment object synonymously with the investment objects’ historic quotations. We 

assume the number of investment objects, , and the number of nodes in the grid network, , to be ‘sufficiently’ large. When 

necessary to ease our calculations we consider all variables  and omit small constant addends as it is common practice in 

complexity theory. For simplicity and to avoid case differentiations without relevance we implicitly assume an odd or even 

number of nodes  as needed. 

We refer to the investment objects for which one node holds the historic quotations as to the node’s package. The number of 

packages then equals the number of nodes, . We define a message as the transmission of one package over one edge and the 

distance between two nodes as the number of edges/messages to get from one node to the other. We can then measure 

complexity by the number of messages necessary to calculate one covariance matrix (this connection obviously only holds if 

all messages are of the same size or at least order of size which is assured for our model by assumption 3).  denotes 

the complexity for a specific topology while  denotes the complexity for an arbitrary topology. We use the terms 

‘complexity’, ‘amount of communication’ and ‘number of messages’ synonymously. 

  

Figure 1. Covariance matrix of 6 investment objects (1-6) in 3 Packages (a-c) 

The nodes holding a certain package are denoted by uppercase Latin letters , the packages with the corresponding 

lowercase Latin letters . We identify investment objects in our examples with numbers . Figure 1 shows 

an example of a covariance matrix. 

On the package level we constitute a package combination out of two packages by calculating the pairwise covariances of 

each investment object in the one package with each in the other. For our complexity considerations it is then sufficient to 

analyze the package combinations rather than the covariances themselves. By building all package combinations we get one 

complete covariance matrix. 

Assumption 1  Covariances are calculated for a given and fixed number  of investment objects. The necessary input 

data is available in the form of historic quotations.  

Assumption 2  The grid infrastructure consists out of  nodes with , each with the same constant computing 

capacity available for covariance calculations.  

Assumption 3  The investment objects are distributed equally over the network, i.e. each node holds a package of the same 

size .  

Assumption 4  All nodes are used equally if every node calculates the same number of package combinations.  

This is obviously simplifying matters but without significant influence on the results. By concentrating on package 

combinations, we measure complexity depending on the number of nodes. Intuitively, it might be more interesting to 

consider the complexity depending on the number of investment objects . We implicitly assume proportional growth of the 

number of nodes (e.g. workstations) and the number of investment objects, as both values somehow represent a company’s 

size. Therefore, there exists a constant package size  which can be used to transform the complexities. The complexity 

class is not affected by this transformation. 
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Similar Problems and Other Publications 

There are basically two areas that cover parts of the given problem: There is research on algorithms and routing on parallel 

infrastructures and there is research on grid computing covering especially questions of resource allocation. 

In the relevant literature for grid networks one can find many articles addressing allocation problems for certain grid 

applications. For example Buyya et al., 2002 give an overview about existing systems and their underlying economic models. 

In particular auctions as described e.g. in Wolski et al., 2001 or agent technologies as proposed in Foster et al., 2004 are used 

to automatically allocate the available resources efficiently. However these publications try to find general ways to prioritize 

applications without analyzing a specific application domain whereas this paper analyzes a specific problem’s complexity. 

Yu and Buyya, 2005 present a taxonomy of workflow management systems for grid computing. While neither of these 

systems specifically addresses our problem, they can be used for implementing our resulting algorithms. 

Publications in the area of parallel algorithms cover parts of our problem in very specific ways. Algorithms for calculating 

convolutions could be adapted to calculate covariances as it is necessary for both problems to build pairwise combinations of 

the input data. Such algorithms have been intensively discussed, most times with the application of integer multiplication, 

e.g. in Atrubin, 1965 and Cappello and Steiglitz, 1983. The question of routing packets through a network of processors has 

already been analyzed e.g. by Valiant and Brebner, 1981 in a general way, by Krizanc et al., 1988 for mesh-connected arrays 

and by Leighton, 1990 for greedy algorithms on arrays. Leighton, 1992 gives an overview on more algorithms for parallel 

architectures. All of these algorithms were created for specifically designed or at least prior known topologies. A grid 

network is by nature inhomogenous, so these algorithms are not directly applicable. In contrast, our model identifies the 

complexity for communication in an arbitrary and possibly heterogeneous network infrastructure. 

There are also several articles dealing with questions of data distribution in distributed systems in general and independent 

from a given problem. Basically two problems seem to be similar to a distributed calculation of a covariance matrix: The ‘all-

pairs shortest path’ problem (APSP) and the ‘optimal broadcast’ problem. An APSP algorithm finds the shortest paths 

between every distinct pair of nodes in a graph (for recent research on APSP algorithms refer to Demetrescu and Italiano, 

2004). This might come useful for our problem as all pairs of packages have to be brought together. Nevertheless, this 

perception disregards the fact that nodes can store and forward information. To distribute a package to several nodes it 

actually might be more efficient to accept a longer path but at the same time to reach more nodes on the way. According to 

assumption  all nodes have to receive sufficient data to calculate the same number of combinations but an APSP algorithm 

does not give us any information where to calculate what combinations. 

A broadcast algorithm distributes data available at a single node to all the other nodes efficiently. According to Awerbuch 

et al., 1990; Awerbuch and Schulman, 1997; Awerbuch et al., 1998 and Tiwari, 1987 the complexity for a single node 

distributing its data to all other nodes in an arbitrary network structure with  nodes is . For the distributed calculation of 

a covariance matrix  nodes have to distribute their data to several others so a tight bound of  could be 

expected for our problem. 

Buhl et al., 2009 quantify the utility of grid-based covariance calculations for risk management. As there are, to the best of 

our knowledge, no further articles covering the complexity of grid-based covariance calculation, we provide the first paper in 

this research area. 

COMPLEXITY FOR DIFFERENT TOPOLOGIES 

We will examine several idealized standard grid network topologies and propose different algorithms for distributed 

covariance calculations in order to analyze the complexity. It is already pointed out that we would expect upper and lower 

bounds of  and , respectively, adapting the models of Awerbuch et al., 1990; Awerbuch and Schulman, 1997; 

Awerbuch et al., 1998 and Tiwari, 1987. 

Conjecture 1  The lower bound for the complexity class in the distributed computation scenario of a covariance matrix in an 

arbitrary network structure is , the corresponding upper bound is . 

Fully Connected Topology 

In the fully connected topology every node has direct connections to all other nodes. Every single package can be transmitted 

from one node to an arbitrary other by one message. Thus minimal communication is accomplished when sending every node 

exactly the packages for it to perform its calculations. We use this general idea to establish the theoretically minimal 

communication necessary. 
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Figure 2. Schematic covariance matrix 

We consider figure 2 that shows a schematic covariance matrix for  packages. As the matrix is symmetric only  

package combinations have to be calculated. Thus, according to assumption 4 each of the  nodes has to accomplish  

package combinations—in effect one half of the matrix is divided into  areas of equal size . We will disregard the fact 

that every node already holds one package. Receiving  distinct packages, a node can then calculate  package 

combinations. Thus,  represents the number of packages necessary to accomplish  package combinations. It 

is immediately obvious that for a given and fixed  the term  is minimized for . Therefore, with  

and , we can state that the minimal number of messages  for one node to calculate its required package combinations 

(a square out of the matrix) is determined by 

 (1) 

Nodes computing package combinations at the triangles in the diagonal of the covariance matrix will need comparatively 

more messages to accomplish their (non-quadratic) share. We will neglect this minor inaccuracy—the additional 

communication for this purpose will only increase linearly with —and determine the complexity for  nodes as 

 (2) 

As we were minimizing communication when designing this algorithm, we found the lower bound for a calculation on a fully 

connected topology to be . As the algorithms are only sensitive to , the upper bound equals the lower 

bound: . As all other topologies can be built from the fully connected topology by omitting edges, the fully 

connected topology must allow the minimal amount of communication possible. So, at the same time, we found the lower 

bounds for  in the general case: . 

This implicitly disproves conjecture 3.1, since for our problem an even lower complexity than  can be reached. We will 

now analyze if (and if so how) this minimal complexity can be reached in other topologies. 

Star Topology 

The star topology is characterized by one ‘hub’ with direct connection to all other nodes. Hence, it has a direct neighborhood 

of  nodes. The neighbors themselves are not directly adjacent to each other. The minimal communication necessary in 

the star topology for calculating the covariance matrix is very similar to the communication considered in the fully connected 

topology. The hub can receive all packages with one message each. This results in a complexity of . As soon as 

the packages are collected at the hub each package can be transmitted to any node with one message just as in the fully 

connected topology ( ). The hub itself already has all the data it needs: thus according to equation 1 we have 

. 

 

  (3) 

The proposed algorithm for a star topology therefore realizes  and thus also the theoretical lower bound. 
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Line Topology 

In the line topology with  nodes  nodes have a degree of 2 and two nodes have a degree of 1. The algorithm for 

distributed calculation in a line topology is more complicated than in the two previous topologies. Basically there are two 

reasons for sending a package to a node: The node needs a package to calculate package combinations or the node has to 

relay the package to a neighbor. We will call the two nodes at the end of the line (each with a degree of 1) the ‘outmost’ 

nodes (in the example of figure 3: nodes  and ). For them it makes no sense to forward any packages as the only nodes 

they could send packages to are the nodes they received the same packages from. Thus the only reason for sending data to the 

outmost nodes is their calculations to be done. On the other hand, the outmost nodes are not able to calculate all package 

combinations involving their own packages so they have to pass their packages on to their neighbors. As soon as this is 

finished one can treat the outmost nodes and their direct neighbors as a ‘black box’ (here: , ). Again it makes no 

sense to send these black boxes more packages than they need to perform their calculations. And again they will pass their 

own data to their neighbors (  and ). As soon as this process is finished, one can again treat the black boxes and their 

direct neighbors like a larger black box (here: , ). This can be iterated until the central node is reached 

from both directions, and then exchanges the data between the two halves of the line. 

In order to determine the complexity of this algorithm we will disregard smaller inaccuracies, like there are more 

computations possible with the available data than with the available computing power or the fact that some combinations 

may already have been computed at on the other half. Quantifying the communication to the inside, denoted by  is like 

sending all packages to a central node which has the position  (from both ends of the line). 

 

Figure 3. Communication in a line topology 

In the line topology, the communication can be expressed as a sum over the distances between all nodes and the central node. 

On each side there are  nodes. As the nodes are ordered in a line, when going from the calculating node to the 

outside of the line, each node’s distance to the calculating node increases by one. The overall complexity can thus be 

described by twice the sum over an increasing control variable :  

 (4) 

Quantifying the communication to the outside, denoted by , is more complex. The first question arising is the number of 

packages to send into a black box. We define  as the iteration of our black box, with the first iteration ( ) describing a 

black box containing the outmost node, the second one describing a black box containing the outmost node and its direct 

neighbor and so on. We also define  as the number of nodes in a black box,  as the number of combinations 

to be calculated in the black box,  as the minimally necessary number of packages to do these calculations (compare to 

equation 1), and finally  as the necessary number of messages that have to be sent to the black box.  
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The parameter  can be quantified by summing up the  for all the black boxes. As mentioned above there are black 

boxes for  and as the algorithm is applied from both sides of the line we have to count every black box 

twice.
1
  

 (5) 

With  and  we can calculate the total number of messages for a line topology.  

 (6) 

According to  for our proposed algorithm we have the first topology not allowing a distributed calculation in 

. 

Ring Topology 

The ring topology is a ring of  nodes with a degree of  each. The ring topology is quite similar to the line topology as it 

only consists out of one more edge, connecting the two ends of the line. As we can easily transform a ring into a line, the 

complexity for a ring topology is surely not higher than the complexity for a line topology. 

 

Figure 4. Example of a ring topology vs. line topology 

Having a closer look on the ring topology we can state that the maximal distance between two nodes is . This 

means that either ’s package has to be transported to , or vice versa or ’s and ’s packages have both to be transported 

to  or to . Either way this causes  messages and for  nodes  messages. One can easily see, if every 

node behaves equally, every package combination can be calculated and all nodes and edges are equally utilized. The total 

number of messages for a ring topology can thus be described by  which is , too. 

Tree Topology 

We define the tree topology as a network structure whose nodes are arranged in a perfect -ary tree with a depth . The 

proposed algorithm is very similar to the line topology’s. Its calculation first requires to determine the dependencies of the 

number of nodes , the depth of the tree  and the order of the tree .  

 (7) 

By solving equation 7 to  we can determine the depth of a tree depending on its number of nodes and its order. 

 (8) 

The number of messages to the root, , is then given by the tree’s depth sum (the sum of all nodes’ depths) and thus can be 

expressed as 

                                                           

1We approximate the sum by an integral with the same bounds. 
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 (9) 

The amount of communication to the other nodes is established by the least number of packages necessary to do all 

computations there. In order to determine the number of packages, we first need to quantify the number of nodes , in a 

subtree with its root in depth . We have . We define, in analogy to the line topology, 

 as the number of calculations to be done in the subtree,  as the necessary number of packages for these 

calculations and  as the necessary packages to transfer into the subtree. 

 

 

 (10) 

The amount of communication to the outside , is the sum over all  for all depths and all subtrees at a specific depth. 

 (11) 

The overall number of messages necessary to perform a distributed calculation in a perfect tree is constituted as  

 (12) 

Surprisingly, the perfect tree structure can also realize  although there is no direct similarity to the algorithms for the 

fully connected or the star topology. 

GENERIC COMPLEXITY CONSIDERATIONS 

Topology Fully Connected Star Topology Line Topology Ring Topology Tree Topology 

Complexity      

Table 1. Communication Complexities of the Analyzed Topologies 

Assuming optimality for the algorithms proposed in section 3, there is some interesting results worth to be pointed out. There 

seems to be no clear coherence between complexity and the number of edges relative to the number of nodes. In this section 

we will try to find a general way to determine the upper and lower bounds of complexity for an arbitrary topology. For 

enabling our proof we need an assumption regarding the availability of data. 

Assumption 5  Each node receives the packages it needs for its calculations from the nodes with the smallest distances first. 

Each of these nodes holds at least one required package.  

Obtaining packages from the nodes within the smallest distances first is certainly a good idea for minimizing the complexity. 

All required packages are available for the first node receiving packages as any package is usable for calculation (no 

combinations have been calculated yet) and every node holds exactly one package. Taking this finding as a starting point we 

can make 

Proposition 1  The complexity for the distributed calculation of a covariance matrix in an arbitrary network structure is 

 and .  

We will prove these upper and lower bounds using the following 
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Lemma 2  The marginal number of messages necessary for a single node in an arbitrary topology that receives  packages is 

at least constant and grows at most linearly with each additional .  

Proof 3 We define the distance  between two (not necessarily distinct) nodes  and . The number of messages 

necessary for  to receive a package from  equals ’s distance to . To minimize communication  will receive the 

packages of the nodes with the smallest distances first. As  is part of a connected graph it has at least one direct neighbor  

with . In the best case each package is available within a distance of 1 and can thus be received with a constant 

number of messages (exactly  message). In the worst case every node holds only one usable package and the next reachable 

node  is not a neighbor of  but of , so . Again, in the worst case, the next 

reachable node  is neither neighbor of  or  but a neighbor of  a.s.o. Generally: In the worst case with  denoting the 

th reachable node whose package is to be received at : . 

As  is constant the necessary number of messages to receive  packages increases in the worst case linearly with 

each additional .  

With lemma 4.2 and assumption 5 we can prove proposition 4.1. 

Proof 4 The lower bound of a distributed calculation  has already been deduced before as 

. We can derive the upper bound of a distributed calculation  using almost the same 

model as for the lower bound. Equation 1 delivers the necessary number of packages for calculating one node’s workload 

(with  package combinations) as . According to lemma 4.2 the number of messages required to receive these 

packages grows at most linearly. Accounting for linear dependency in the worst case we derive an upper bound for the 

resulting complexity as  

 (13) 

As this is a worst case scenario we can state that . 

CONCLUSION 

In this paper we restricted our analysis to one well-defined problem: the grid-based calculation of covariance matrices. 

Although covariances are widely used in financial applications, we thereby covered only a small subset of risk management 

methods and algorithms. Other approaches and applications for grid computing (like e.g. Monte-Carlo simulations which 

have a high parallelization potential as well) still have to be evaluated.  

We considered different grid network topologies and scrutinized suitable algorithms for covariance calculation on these 

network structures. From there we derived the corresponding complexity classes for a distributed calculation on each 

topology. The basic algorithms proposed in this paper assume a very regular topology and an omniscient coordinator. 

Therefore none of them will be directly applicable to a real company’s complex infrastructure. Nevertheless, when perceiving 

the nodes of the topology not as single workstations but as whole subsidiaries of a large enterprise an e.g. line topology is 

absolutely realistic. Furthermore the resulting complexity classes could in combination with a quantification for the benefits 

of the calculation be utilized for the determination of an optimal investment in covariance calculations. 

For an arbitrary topology these results are as well meaningful: For example when designing a specialized algorithm for a 

company’s network infrastructure one can apply the insights generated by the algorithms proposed (e.g. that it makes sense to 

send as few packages to the outmost nodes as possible). Furthermore, even if in a company’s network each node’s effort to 

receive data grows in a logarithmic fashion (e.g. if each node’s degree is greater than ) one can use  as a benchmark 

for the design of a specific covariance calculation method. 
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