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ABSTRACT

Today, customers can conveniently compare products and decide how to interact with companies. With customer centricity becoming an important success factor, companies must drive customer satisfaction not only through excellent products but also through customer-centric processes. As many companies face an abundance of action possibilities, fast-changing customer needs, and scarce resources, guidance regarding the customer-centric prioritization of process improvement projects is in high need. As existing approaches predominantly focus on process efficiency, we propose a decision model that accounts for the effects of process improvement on customer centricity in line with justificatory knowledge on value-based process decision-making, project portfolio selection, and the measurement of customer satisfaction. When building the decision model, we adopted the design science paradigm and used multi-criteria decision analysis as well as normative analytical modeling as research methods. We evaluated the model by discussing it with practitioners, by building a software prototype, and by applying it at a German insurance company. Overall, our research extends the prescriptive knowledge on process prioritization and customer process management.

1. Introduction

In the digital economy, customers can conveniently compare products and decide how to interact with companies [1]. Against the backdrop of fast-changing customer needs and intense competition, companies must not only design excellent products but also customer-centric business processes to sustain corporate success [2–4]. Hence, placing customers at the center of all corporate activities, a strategy also referred to as customer centricity (CC), has evolved into an important success factor for many companies [3]. This has even led to awards such as the Digital World Award for Customer Centricity [5] or the Customer Centricity Retailer of the Year Award [6]. Moreover, ever more companies anchor CC in their corporate strategy, e.g., Amazon strives for becoming the “most customer-centric company” in the world [7].

When implementing CC, customer-company interactions are a key design variable as they drive customer satisfaction [2,3], which in turn affects customer retention and corporate success [8,9]. Customer-company interactions are embedded in business processes – specifically in core processes such as service processes or pre-/after-sales processes of manufacturing companies, whose design and improvement is the focus of business process management (BPM) [10]. In line with the relevance of BPM, methods and tools for process design, improvement, and the prioritization of process improvement projects are available [11–13]. Most of them, however, focus on process efficiency [14,15], while neglecting CC [14,16]. For example, subject-oriented BPM focuses on interactions among process participants during process execution [17] but does not guide the design of customer-centric processes. Given the importance of CC [2,3], BPM scholars have called for complementing the efficiency perspective through a CC perspective [18]. As Potts [19] said: “[i]t is not about how customers participate in ‘companies’ processes but about how ‘companies’ participate in the customers’ processes”. In response, customer process management (CPM), an emergent strand of BPM research, aims at driving customer satisfaction through customer-centric processes [14,18,20]. Related knowledge, however, is in its infancy. With many companies facing an abundance of action possibilities, fast-changing customer needs, and scarce resources, specifically approaches to the customer-centric prioritization of process improvement projects are missing [21]. Hence, our research question is: How can companies prioritize process improvement projects to foster CC?

To answer this question, we adopted the design science research (DSR) paradigm [22,23] and used multi-criteria decision analysis as well as normative analytical modeling as research methods [24,25]. As the result of a design search process, we propose an economic decision model as artifact that accounts for the effects of process improvement projects on CC. As for justificatory knowledge, the model adopts ideas...
from value-based process decision-making, project portfolio selection (PPS), and the measurement of customer satisfaction – specifically ideas from the Kano model [26], i.e., feature types with different impact on customer satisfaction and the switching of feature types over time. The decision model aims at assisting process analysts in determining the portfolio of process improvement projects with the highest contribution to the firm value. It extends the prescriptive knowledge on process prioritization and CPM through exaptation [22], i.e., by offering a novel approach to integrate CC into process decision-making.

Following the DSR reference process [23], this paper is structured as follows: In Section 2, we provide theoretical background on topics that shaped up as relevant justificatory knowledge during the design search process. In Section 3, we outline the research method and evaluation strategy. In Section 4, we first present the problem setting and derive related design objectives (DOs), before we introduce the design specification of the decision model. In Section 5, we report on how the evaluated the decision model. We conclude in Section 6 with a summary, implications, limitations and avenues for future research.

2. Theoretical background

2.1. Business process management and decision-making

BPM is the science and practice of overseeing how work is performed to ensure consistent outcomes and take advantage of improvement opportunities [28]. It covers the identification, design, implementation, execution, monitoring, and improvement of business processes [14], where process improvement is considered as the most value-adding BPM activity [13,28–30]. Business processes are sets of activities where individuals and technology co-create value in a target-oriented manner [28,31]. Processes are split into core, support, and management processes [28]. Core processes create value for customers who are willing to pay for products and services, support processes enable core processes, and management processes support the planning, monitoring, and controlling of other processes [11].

The literature offers various methods and tools for process improvement and prioritization [12,14,32]. Basically, these approaches follow the same structure: First, improvement ideas are identified either based on known problems or in response to opportunities. Second, candidates for improvement projects are specified and prioritized, before processes are actually redesigned [33]. To identify improvement ideas, process enhancement patterns, design heuristics, or established creativity techniques are used [34]. Project candidates and related project portfolios are either prioritized through management tools (e.g., heat maps or scoring models) or through formal multi-criteria decision models that assess project effects on process performance while accounting for interactions among projects and processes [33,35].

Assessing the effects of process improvement projects requires quantifying process performance [36], which is a multi-dimensional construct [34,37]. The Devil's Quadrangle, for example, a popular process performance framework, incorporates time, cost, quality, and flexibility as dimensions [34]. Hence, process improvement implies trade-offs among performance dimensions, i.e., improving one dimension (e.g., quality) may worsen other dimensions (e.g., cost) [34]. Although performance dimensions such as those included in the Devil’s Quadrangle primarily focus on process efficiency, quality covers the customer perspective at least indirectly [21,38]. It can be measured in terms of error rates from an efficiency perspective and via customer satisfaction from a customer perspective [21].

To resolve trade-offs among performance dimensions as well as to evaluate processes and improvement projects from an economic perspective, value-based BPM transfers the principles of value orientation (i.e., monetary valuation, risk awareness, and long-term orientation) to process decision-making [39]. Rooted in investments analysis, value orientation is the state-of-the-art of corporate decision-making [40,41], posing that all corporate activities must be aligned with the objective to maximize the long-term firm value. Thus, companies need to quantify the value contribution of assets and decisions [40] – including business processes, improvement projects, and process prioritization decisions. To that end, value-based BPM adopts well-founded valuation functions known from corporate decision-making. The most commonly used function is the risk-adjusted expected net present value (NPV) [42], which we also use in the decision model as a result of the design search process and which we introduce in Section 4.

2.2. Customer centricity and satisfaction

Customer satisfaction not only is a component of the quality dimension of process performance but also key for CC in general. CC means placing customers at the center of all corporate activities, including business processes [2,21]. Although an accepted definition is missing, the key characteristic of CC is clear: focus on customer needs to increase customer satisfaction and corporate success [8,21]. CC requires understanding customer needs regarding the features of products and customer-company interactions embedded in business processes. Higher value for customers increases customer satisfaction and loyalty, which drives customer retention and corporate success in the sense of value orientation [8,21,43]. Customer satisfaction is a well-researched construct with numerous measurement approaches [1,44].

Many related approaches build on the confirmation disconfirmation (C/D) paradigm [45], assuming that customers compare expectations with perceived performance. Discrepancies cause satisfaction or dissatisfaction [46]. If expectations are confirmed, customers are satisfied. Disconfirmation emerges if perceived performance and expectations differ. Positive disconfirmation results from over-fulfilled expectations and leads to satisfied or excited customers. Negative disconfirmation occurs, if expectations are under-fulfilled, leaving customers unsatisfied. For instance, SERVQUAL determines service quality based on customer expectations regarding five dimensions [47], while the American Customer Satisfaction Index (ACSI) aims at assessing quality as perceived by customers [48]. As customer satisfaction is commonly described as an aggregation of the perceived performance of product or service features, measurement approaches aim at identifying, categorizing, and analyzing features directly or indirectly [1]. While indirect approaches rely on observation, customers are asked in direct approaches. Based on the categorization of features, customer satisfaction results from the assessment of features’ performance, while considering that features may affect satisfaction differently [21,49]. In this context, the Kano model is a well-known direct approach for categorizing features and measuring customer satisfaction [21,43,45].

In the course of our design search process, we decided to adopt ideas from the Kano model for integrating CC into process prioritization decisions. We chose the Kano model not only because of its popularity in current literature [1,21,50] but also because of its frequent use in industry, e.g., recently in design thinking [51]. Most importantly, the Kano model matched our problem setting and DOs very well. We provide more details regarding this design decision in Section 4.

The Kano model poses that the relation between the degree of fulfillment of specific product features and customer satisfaction depends on the feature in focus and is not necessarily linear [26,52]. It distinguishes between three feature types: basic, performance, and excitation. Fig. 1 illustrates the key characteristics of these types. Traditionally, feature types have been used in product or service design to derive product specifications [53]. Importantly, a one-off feature classification is not sufficient, because customers’ expectations and perception of features change over time [54]. A new feature that enters the market is initially unknown and does not affect customer satisfaction. After the feature got established, customers begin to feel satisfied by perceiving it. The new feature becomes an excitement requirement. After frequent use, customers start considering the feature as a performance requirement. The more customers get used to the feature, the less it satisfies them, and it finally turns to a basic requirement.

To that end, value-based BPM adopts well-founded valuation functions known from corporate decision-making. The most commonly used function is the risk-adjusted expected net present value (NPV) [42], which we also use in the decision model as a result of the design search process and which we introduce in Section 4.
determine a feature’s type, the Kano model offers a survey-based classification technique [52].

2.3. Project portfolio selection and scheduling

As processes are improved through projects and usually more project candidates than resources are available, PPS helps prioritize process improvement projects [14,15]. In general, PPS is the process of comparing project candidates and compiling project portfolios that align with corporate objectives without violating constraints [55,56].

Archer and Ghasemzadeh [57] proposed a PPS process with five stages: The pre-screening stage challenges the strategic fit and mandatory nature of project candidates. Afterwards, the effects of the remaining candidates are assessed in the individual project analysis stage. Candidates that violate pre-defined performance thresholds are dropped in the screening stage. The optimal portfolio selection stage then aims at compiling a project portfolio that best meets the pre-defined performance indicators while accounting for trade-offs, domain-specific constraints, and project interactions [32,58]. This includes the scheduling of project candidates. Project interactions are commonly distinguished into intra- and inter-temporal interactions. Intra-temporal interactions occur when analyzing a single planning period. For example, the simultaneous implementation of two projects can be prohibited if both require the same resource. By contrast, inter-temporal interactions affect projects implemented in subsequent periods [56]. This applies to projects that build on other projects (i.e., predecessor/successor). Furthermore, project interactions can be classified as deterministic or stochastic [59]. Project effects are treated as known or expected values in the case of deterministic interactions or, in the case of stochastic interactions, as random variables. Finally, the portfolio adjustment stage allows for management adjustments.

As this PPS process can be considered as state-of-the-art, we used it in our design search process to position the decision model in the optimal portfolio selection stage and to define relevant input that can be expected at this stage (e.g., project candidates with pre-assessed performance effects).

3. Research method

To answer the research question, we adopted the DSR paradigm and propose an economic decision model as artifact [22]. To that end, we followed the DSR reference process [23], which includes six phases: problem identification, definition of DOs, design and development, demonstration, evaluation, and communication. We already identified and justified the research problem in Section 1. In addition, we present the problem setting in detail in Section 4, where we also derive related DOs, i.e., “description[s] of how a new artifact is expected to support solutions” [22]. These DOs are backed by relevant literature and have been validated with the experts involved in the evaluation of the decision model.

In line with accepted DSR guidelines [23], the design and development phase was a search process where the DOs defined the solution space. Furthermore, we used normative analytical modeling and multi-criteria decision analysis as research methods, two methods that have already been used jointly to tackle research problems at the intersection of process-decision making and PPS [30,32,35]. Normative analytical modeling, which relates to decision models as artifact types, addresses decision problems through closed-form mathematical representations producing prescriptive results [25]. Multi-criteria decision analysis enables resolving trade-offs among conflicting decision criteria [24]. It requires specifying decision criteria, decision variables, and constraints and pointing to non-trivial assumptions [60]. In our case, portfolios of process improvement projects represent decision variables. The potentially conflicting effects of process improvement projects on costs and customer satisfaction are resolved through an aggregation into the risk-adjusted expected NPV, which is the de facto standard in corporate decision-making and hence served as decision criterion as well as objective function of the decision model [40,41]. Finally, project interactions and domain-specific constraints are considered. We present the decision model in Section 4, following Cohon’s process for multi-criteria decision analysis [60].

In the design search process, we adopted justificatory knowledge from value-based process decision-making, PPS, and customer satisfaction as these areas dispose of knowledge relevant for solving the research problem at hand. As the literature on PPS and value-based process decision-making provides clear guidance (i.e., Archer and Ghasemzadeh’s PPS process and objective functions for corporate decision-making, respectively) [40,57], our search process mainly focused on the conceptualization of customers’ satisfaction with the process in focus and its mathematical operationalization. As outlined in Section 4, we decided to adopt ideas from the Kano model [21,26], i.e., feature types with different impact on customer satisfaction and the switching of feature types over time, as these ideas fit our setting very well. This design decision was approved by the experts involved in the evaluation. From a procedural perspective, the search process was closely interwoven with the decision model’s evaluation. For example, we used the
The prototype early in the search process to experiment with mathematical specifications (e.g., related to the modeling of customer satisfaction and project effects) and the involved industry experts to get real-world feedback. Moreover, we discussed early versions of the model with fellow researchers.

To demonstrate and evaluate our decision model, we followed Sonnenberg and vom Brocke's evaluation framework [27]. This framework comprises four activities (EVAL1 to EVAL4), structured along two dimensions, i.e., ex-ante/ex-post and artificial/naturalistic [61,62]. Ex-ante evaluation is conducted before, ex-post evaluation after artifact instantiation. Naturalistic evaluation requires validating an artifact in real-world settings, whereas artificial evaluation is conducted in laboratory settings. Overlapping with the DSR process, EVAL1 intends to justify the research problem and to derive DOs, while EVAL2 strives for validated design specifications in terms of real-world fidelity and understandability. Hence, we defined the problem setting and derived DOs in Sections 1 and 4. We also conducted semi-structured interviews with industry experts to both the DOs and the decision model [27]. With EVAL3 striving for validated instantiations, we implemented the decision model as a software prototype and conducted tests based on fictitious data. The prototype\(^1\) also helped challenge competing mathematical specifications during the design search process and enables applying the decision model in industry-scale settings [32]. Finally, EVAL4 requires validating artifacts in terms of applicability and usefulness in naturalistic settings, which is why we applied the decision model at a German insurance company. We report on details in Section 5.

### 4. Design specification

We now introduce the design specification of the decision model, which reflects the design search process and the feedback received during the evaluation. Below, we first outline the problem setting (Section 4.1) and derive DOs (Section 4.2). We then specify the objective function of the decision model (Section 4.3), which enables comparing portfolios of process improvement projects in terms of their value contribution, before integrating customer satisfaction in line with ideas from the Kano model [26] (Section 4.4). Finally, we introduce relevant projects types and their effects (Section 4.5). Fig. 2 provides an overview of the problem setting, the DOs, and the design specification of the decision model.

#### 4.1. Problem setting

Many companies face the following problem setting: In the digital economy, competition is characterized by volatility, uncertainty, complexity, and ambiguity [1,63]. Due to convenient access to information, customers can easily compare products and decide how to interact with companies [64]. Hence, customers have increasing and fast-changing expectations regarding products and their interactions with companies embedded in business processes [3,21]. As for business processes, customers attach different importance to distinct process features, which may also change over time [54,63]. Digitalization also offers companies novel possibilities to satisfy customer needs [65,66], which is why it forces but also enables companies to become customer-centric [3,2]. At the same time, companies strive for long-term company growth [40,41] but, owing to scarce resources, cannot implement all projects relevant for implementing CC in general and customer-centric business processes in particular [32,58]. Against this backdrop, there are two trade-offs: one between efficiency and customer satisfaction, also known as efficiency/experience trade-off [21], and another between long-term growth and the short-term satisfaction of customer needs. Both trade-offs require clear-headed decisions regarding the customer-centric prioritization of process improvement projects.

To address this problem setting, our decision model aims at assisting process analysts in determining the portfolio of process improvement projects with the highest contribution to a company's firm value [32], while specifically accounting for CC [21]. To that end, the decision model draws from justificatory knowledge on value-based process decision-making, PPS, and the measurement of customer satisfaction. It focuses on a single interaction-intensive core process (e.g., a service process or a pre-/after-sales process of a manufacturing company) where customers are willing to pay for products or services. Importantly, the decision model focuses on that part of customer satisfaction rooted in customer-company interactions embedded in the process. Regarding the process in focus, we assume that multiple project candidates are at hand, which have been checked in early stages of the PPS process [57].

#### 4.2. Design objectives

To guide the development and evaluation of the decision model, we derived two DOs from the problem setting [23,27], backed them by literature, and validated them with the experts in the evaluation. Below, we introduce and justify the DOs and outline how they are implemented in the decision model.

**DO.1 Process decision-making and PPS: When prioritizing process improvement projects for CC, projects should be assessed individually and in the portfolio context, considering their effects on periodic process performance, project interactions, and domain-specific constraints. Moreover, project portfolios should be assessed in terms of their contribution to the long-term firm value.**

The problem setting requires selecting and scheduling process improvement projects as well as assessing the effects of selected projects on both periodic process performance and the long-term firm value. In line with the literature on value-based process decision-making, the value contribution of process improvement projects and related project portfolios is assessed in terms of their risk-adjusted expected NPV [32,39]. This enables aggregating performance effects from multiple planning periods into a single economic performance measure, which reflects the state-of-the-art in corporate decision-making [32,39–41]. The consideration of multiple planning periods addresses the short-term/long-term trade-off by accounting for limited resources and utilizing degrees of freedom as some projects may be implemented in later periods. The NPV also caters for positive (e.g., revenues) and negative (e.g., costs) monetary effects and serves as foundation for integrating non-monetary performance indicators (e.g., customer satisfaction). This is important as customer satisfaction drives revenue [21,67,68]. From a PPS perspective, the decision model is located in the optimal portfolio selection stage [57], where projects are analyzed on the portfolio level while accounting for constraints and interactions. The decision model deals with common constraints (e.g., budget restrictions) and project interactions (e.g., predecessor/successor relations) [32]. In line with the efficiency/experience trade-off [21], it considers two project types: CC projects focus on customer needs by improving existing or implementing new process features, which leads improved customer satisfaction and revenues. Efficiency projects aim at reducing process costs.

**DO.2 Process performance and customer satisfaction: When prioritizing process improvement projects for CC, process performance should be treated as a multi-dimensional construct including efficiency- and customer-centric dimensions as well as trade-offs. Moreover, the fulfillment of customer requirements related to process features should be considered, including different feature types and changes over time.**

The selection and scheduling of process improvement projects requires process analysts to assess changes in process performance. In line with research on process performance [34], we cover efficiency in...
<table>
<thead>
<tr>
<th>Problem setting</th>
<th>Design objectives</th>
<th>Design specifications of the decision model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digitalization...</td>
<td>DO1 Process Decision-Making and PPS Projects should be assessed individually and in the portfolio context, considering their effects on periodic process performance, project interactions, and domain-specific constraints. Moreover, project portfolios should be assessed in terms of their contribution to the long-term firm value.</td>
<td>• Economic valuation, comparison, and prioritization of project portfolios for process improvement based on their value contribution, i.e. of NPV.</td>
</tr>
<tr>
<td>Companies...</td>
<td>DO2 Process Performance and Customer Satisfaction Process performance should be treated as a multi-dimensional construct including efficiency- and customer-centric dimensions as well as trade-offs. Moreover, the fulfillment of customer requirements related to process features should be considered, including different feature types and changes over time.</td>
<td>• Scheduling projects to different planning periods to account for the effect of limited resources and for changes in customer expectations that may affect projects’ value contribution.</td>
</tr>
<tr>
<td>Regarding CC-aware process improvement</td>
<td></td>
<td>• Accounting for inter-/intra-temporal interactions among between projects and process features as well as for domain-specific constraints.</td>
</tr>
</tbody>
</table>

- There is an abundance of interdependent process improvement alternatives.
- Companies struggle with a trade-off between increasing efficiency to reduce costs and improving CC to improve customer satisfaction.
- Companies struggle with a trade-off between long-term company growth and the short-time satisfaction of fast-changing customer needs.

The decision model takes the set $K$ of admissible portfolios of project improvement projects as input, i.e., portfolios that do not violate any project interaction or domain-specific constraint. It values each portfolio $k \in K$ based on its risk-adjusted expected NPV and recommends implementing the portfolio with the highest value contribution $\text{NPV}_k$ [30,32].

This leads to the objective function shown in Eq. (1).

$$k^* = \arg \max_{k \in K} \text{NPV}_k = \arg \max_{k \in K} \left[ \sum_{t=0}^{T} \frac{V_t}{(1+z)^t} + \frac{R_t(S_t) - C_t}{(1+z)^{t+1}} \right]$$

We assume that process improvement projects can be implemented in various periods $t \in T$ of a planning horizon $T \in \mathbb{N}^+$, that projects are finished within the same period, and that they affect the economy at the beginning of the next period [32]. The NPV is calculated as the sum of all discounted expected periodic cash flows using a risk-adjusted interest rate $z \in \mathbb{R}^+$ [42]. The periodic cash flows consist of investments $V_t \in \mathbb{R}_0^+$, process revenues $R_t \in \mathbb{R}^+$, and process costs $C_t \in \mathbb{R}^+$. In the decision model, process costs are assumed to cover fixed and variable costs. Investments are assumed to become manifest at the beginning of a period, while revenues and costs are due at the end of a period [32].

In line with research on customer satisfaction, process revenues depend on customer satisfaction $S$, [67,68].

### 4.4 Integration of customer satisfaction

As justified in Sections 2 and 4.2, we draw from ideas related to the Kano model for modeling customer satisfaction. A high-level perspective would suggest classifying the process in focus, say, as an excitement process [21]. However, as customer requirements may vary throughout the process, it is appropriate to consider sub-processes $p \in P$ [65]. Each sub-process is characterized by features $f_{i,p,t}$ relevant for customers. Therefore, the variable $y_{i,p,t}$ indicates whether a process feature $i$ is an excitement ($E$), a performance ($P$), or a basic ($B$) feature in period $t$ in line with the Kano model [26].

We define the result of customers’ comparison of perceived performance and expectations related to a process feature $i$, sub-process $p$, and period $t$ as the degree of fulfillment $f_{i,p,t}$. Specific indicators used to measure perceived performance and customer expectations depend on the feature. For instance, the execution time of a sub-process may require a quantitative scale in minutes, whereas the assessment of customer support calls for qualitative indicators such as employees’ kindliness and competence. To enable the comparison of degrees of fulfillment, we standardize their values to $[-1;1]$, where an over-fulfillment leads to positive values and vice versa [21,69]. If the perceived performance meets expectations, $f = 0$.

As stated in Section 4.1, customer requirements and hence feature types may change over time. We refer to the period where a process feature changes its type as switching point. Moreover, periodically increasing expectations negatively influence customers’ perception of a feature’s degree of fulfillment [1]. This implies that – given constant feature performance and increasing customer expectations – a feature’s degree of fulfillment decreases periodically. We call this effect decay and use the variable $d_{i,p,t} \in \mathbb{R}_0^+$ to model the decay of feature $i$ in sub-process $p$ and period $t$ (Eq. (2)).

$$f_{i,p,t} = f_{i,p,0} - \sum_{t=0}^{t} d_{i,p,t}$$

As customers may consider the performance of a feature differently important for distinct sub-processes, the decision model enables
assigning weights $w_{i,p,t} \in [0;1]$. For each feature, the sum of all weights along the process equals 1 per period. The overall performance of a feature $i$ in period $t$ is defined as the aggregated degree of fulfillment $F_{i,p,t}$, i.e., the weighted average of all $f_{i,p,t}$ along the process (Eq. (3)).

$$F_{i,t} = \sum_{p=0}^{P} f_{i,p,t} w_{i,p,t}$$

Finally, the aggregated degrees of fulfillment $F_{i,t}$ must be transformed into customer satisfaction $S_t$ by applying a company-specific transformation function $U$, which takes the aggregated degrees of fulfillment and the feature types as input (Eq. (4)). The transformation function determines the customer satisfaction $S_t$ per feature and aggregates feature-specific satisfaction values into the overall customer satisfaction per period. Just like the degree of fulfillment, customer satisfaction takes values between $[-1;1]$ [69].

$$S_t = U(F_{i,t}, Y_{i,t})$$

The Kano model provides general ideas regarding the relationship between the degree of fulfillment and customer satisfaction for different feature types. However, due to the variety of application fields, there is no accepted mathematical operationalization [21,69]. Although existing approaches account for the characteristics of distinct feature types listed in Fig. 1, the quantification differs. For instance, Buhl et al. [69] use a polynomial function, whereas Afferbach and Frank [21] apply an exponential function to model excitement features. Against this backdrop, the decision model includes a declarative overview of relevant characteristics a company-specific transformation function must fulfill. Based on extant research [45,46,52], Table 1 differentiates between must-have characteristics, which focus on the intended course of the transformation function, and optional characteristics, which can be integrated if useful.

When integrating customer satisfaction in the objective function (Eq. (1)), we use the linear relationship between customer satisfaction and periodic revenues [67,68]. Hence, we define $R^0 \in \mathbb{R}^+$ as revenues and $S^0 \in [-1;1]$ as the customer satisfaction in the decision point. Moreover, $R^{\text{max}} \in \mathbb{R}^+$ refers to the highest revenues achievable by improving customers’ satisfaction with the process in focus. On this foundation, periodic revenues $R_t$ can be determined based on the changes in customer satisfaction $\Delta S_t = S_t - S_0$ and the initial revenues $R^0$. Mathematically, the linear relationship between customer satisfaction and revenues is a line through $(S^0, R^0)$ and $(S^{\text{max}}, R^{\text{max}})$ with $S^{\text{max}} = 1$, as shown in Eq. (5).

$$R_t(S_t) = R^0 + \Delta S_t \left( \frac{R^{\text{max}} - R^0}{1 - S^0} \right)$$

4.5. Project types and performance effects

The decision model covers CC and efficiency projects. Both types can target specific subprocesses, a specific feature across subprocesses, or both. CC projects primarily aim at increasing the degree of fulfillment of distinct features. As a side effect, they may affect costs, e.g., by implementing new features that cause administration effort. By contrast, efficiency projects primarily aim at reducing costs, e.g., through process automation. As a side effect, they may affect the degree of fulfillment of distinct features. We assume that the effects of a given project $j \in J$ on the degree of fulfillment of feature $i$ in sub-process $p$ and on costs can be expressed as absolute values $e_{i,p,j} \in \mathbb{R}$ and $c_j \in \mathbb{R}$, respectively [32]. To account for effects on the degree of fulfillment, we extend the calculation of $F_{i,p,t}$ from Eq. (2) by integrating $e_{i,p,j}$ for all projects completed up to period $t$ in Eq. (6). We denote this set of projects as $J_{t-1}^{\text{up,lc}}$. By definition, the degree of fulfillment can never be $>1$ or $<-1$. Hence, positive and negative project effects may be lost if they would improve or worsen the degree of fulfillment beyond that value range.

$$f_{i,p,t} = f_{i,p,t} + \sum_{j \in J_{t-1}^{\text{up,lc}}} e_{i,p,j} - \sum_{t=0}^{t-1} d_{i,p,z}$$

The costs $C_t$ in a given period $t$ can be calculated as the sum of the initial process costs $C_0 \in \mathbb{R}^+$ and the cost effects $c_j$ of all projects completed up to period $t - 1$ (Eq. (7)). Finally, all projects cause investments $v_j$ in the period for which they are scheduled. The investments $V_t$ in a given period $t$ are calculated as the sum of investments for all projects scheduled for that period (Eq. (8)). We denote this set of projects as $J_{t}$.

$$C_t = C_0 + \sum_{j \in J_{t-1}^{\text{up,lc}}} c_j$$

$$V_t = \sum_{j \in J_{t}} v_j$$

5. Evaluation

5.1. Ex-ante evaluation: design validation and expert interviews

EVAL2 strives for validated design specifications in terms of real-world fidelity and understandability. To that end, we conducted semi-structured interviews with industry experts [62,71], which also provided input for refining the DOs and the model. Each interview took about one hour and was attended as well as recorded by one researcher. To recruit experts, we used the following criteria: Experts had to have at least 5 years of working experience in a leading position and to be qualified in BPM, CPM, or PPS. We also aimed to cover various professional and corporate contexts through the experts’ background and the companies’ size and industry. In total, we recruited six experts (Table 2). Below, we report on the interviews structured along the DOs.

**DO.1 Process decision-making and PPS**: The experts agreed with our approach to compare project portfolios based on their NPV, as it is widely used in corporate decision-making. Although it is hard to estimate the NPV accurately, they confirmed that it serves as a benchmark for comparing decision alternatives. They approved that the linear relationship between customer satisfaction and revenues, which has been found in the literature, holds for their companies. Likewise, the experts highlighted the importance of considering project interactions and constraints. However, they criticized that the decision model did not
account for all facets of PPS occurring in industry settings, e.g., the implementation of projects may take longer than one period. Such circumstances can be addressed via workarounds, e.g., longer projects can be split and connected through predecessor/successor interactions. The experts considered the distinction between CC and efficiency projects as appropriate, although both types can have cost and customer effects. They also confirmed that this distinction enables thinking about how to address the efficiency/experience trade-off as well as the trade-off between long-term growth and the short-term satisfaction of fast-changing customer needs.

**DO.2 Process performance and customer satisfaction:** The experts supported the idea of a decision model based on the Kano model, as it is widely used in practice. They acknowledged switching points as an appropriate way to consider the life cycle of features. However, the initial version of the decision model only included one overall switching. As most experts asked for feature-specific switching points, we extended the decision model. The experts also indicated that the decision model entails high data collection effort and that not all companies may be able to collect the input. As they specifically referred to the degree of fulfillment and weights for sub-processes, we adapted the decision model such that an application based on aggregated parameters is possible.

Overall, the experts confirmed that the problem setting outlined in Section 4.1 is relevant and that process improvement from a CC perspective is a key challenge. They also considered the decision model as viable for tackling this challenge. Before implementing the decision model as a prototype and applying it at a German insurance company, we incorporated the experts’ feedback. We report on findings regarding the evaluation criteria in Section 5.3 and revert to limitations in Section 6.

### 5.2. Ex-post evaluation: real-world application

#### 5.2.1. General setting

To validate the applicability and usefulness of the decision model in a naturalistic setting (EVAL4), we applied the prototype at a German insurance company, INSURANCE. Hence, INSURANCE was an ideal company for evaluating the decision model. The case is based on a real decision problem at INSURANCE, which matched the problem setting of our decision model. It related to INSURANCE’s Insurance Advice Process, for which six improvement project candidates had already been identified. When applying our model, INSURANCE’s Head of Innovation, who is responsible for process innovation and customer interaction, acted as our key contact point and informant. However, he involved experts from other organizational units whenever necessary, especially for estimating and collecting input data.

The Insurance Advice Process consists of five sub-processes (Fig. 3): Data Entry, Quick Check, Back-Office Analysis, Customer Offer, and Consulting and Conclusion. It mirrors a strategic collaboration between INSURANCE and another financial service provider (SERVICE) that manages financial affairs like banking accounts and investments for its customers but does not offer insurances. The Insurance Advice Process offers a free insurance check for all customers of SERVICE.

Based on INSURANCE’s in-depth insights from previous improvement endeavors, customer surveys conducted, and input from customer agents, seven features need to be considered relevant for customers. These include one basic feature (Data Privacy), five performance features (Process Flexibility, Customer Effort, Execution Time, Employee Competence, and Transparency) as well as one excitement feature (Innovation Factor). Together with the accounting department, the informant provided us with process-related cash flows and planning parameters taken from INSURANCE’s decision-making policy (Table 3).

In the case at hand, INSURANCE assumed the maximum revenues to be significantly higher than current revenues. The informant also stated that the process currently met customer expectations almost exactly and that, accordingly, customer satisfaction was acceptable but not excellent. Furthermore, based on the results of customer surveys and customer agents’ appraisals, the initial degrees of fulfillment and weights per process feature and sub-process could be identified (Table 4).

Following INSURANCE’s forecasts regarding customer expectations, decays and switching points will occur for some features during the planning horizon. The features’ degrees of fulfillment are assumed to decrease as shown in Table 5. Moreover, the decay per feature was assumed to be constant across all sub-processes. Moreover, Process Flexibility was assumed to switch from a performance to a basic feature in period 3, as customers start taking it for granted to interact anywhere and anytime with INSURANCE. The same applies to Transparency in period 5 due to an increased industry standard regarding fast and easy access to personal data and ongoing transactions via mobile app.

To determine customer satisfaction, we drew on Buhl et al. [69], using a transformation function that implements all must-have characteristics from Table 1. This results in the following parameters: For
basic features, customer satisfaction is not affected, if customer expectations are exceeded (i.e., over-fulfillment) but falls rapidly to the minimum \( S_{it} = -1 \) for slight under-fulfillment \( F_{it} \leq -0.3 \).

Dissatisfaction with basic features leads to overall dissatisfied customers \( S_{it} = -1 \) \([26,46]\). As for performance features, satisfaction is linearly connected with over-fulfillment and under-fulfillment with a maximum of \( S_{it} = 0.7 \) and a minimum of \( S_{it} = -0.8 \). All performance features are weighted equally strong. For excitement features, customer satisfaction follows a continuously growing slope where over-fulfillment leads to the maximum satisfaction \( S_{it} = 1 \) and under-fulfillment does not affect satisfaction.

5.2.2. Analyzing the project candidates

As already mentioned, six project candidates had already been identified. Together with the informant, we classified them as CC or efficiency projects, which led to four CC projects and two efficiency projects focusing on improving the sub-process Back-Office Analysis.

5.2.3. Selecting the optimal project portfolio

According to the INSURANCE's decision-making policy, projects could only be implemented in the first four periods to ensure that their effects materialize within the planning horizon. We also restricted the implementation to two projects per period as no more project managers were available. After that, we determined the \( NPV \) of all admissible projects.

---

Table 3  
Process-related data.

<table>
<thead>
<tr>
<th></th>
<th>Current revenues ( R^0 )</th>
<th>Current costs ( C_0 )</th>
<th>Maximum revenues ( R^{\text{Max}} )</th>
<th>Current satisfaction ( S_0 )</th>
<th>Risk-adjusted interest rate ( z )</th>
<th>Planning horizon ( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75.00 MEUR</td>
<td>70.35 MEUR</td>
<td>87.00 MEUR</td>
<td>-0.04</td>
<td>3%</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4  
Matrix of the initial degrees of fulfillment and weights for all process features.

<table>
<thead>
<tr>
<th>Sub-process ( p )</th>
<th>Data entry</th>
<th>Quick check</th>
<th>Back-office analysis</th>
<th>Customer offer</th>
<th>Consulting &amp; conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{i, p} )</td>
<td>( f_{i, p} )</td>
<td>( w_{i, p} )</td>
<td>( y_{i, p} )</td>
<td>( f_{i, p} )</td>
<td>( w_{i, p} )</td>
</tr>
<tr>
<td>Data privacy</td>
<td>B</td>
<td>0.50</td>
<td>0.20</td>
<td>1</td>
<td>0.20</td>
</tr>
<tr>
<td>Process flexibility</td>
<td>P</td>
<td>-0.30</td>
<td>0.25</td>
<td>-0.20</td>
<td>0.25</td>
</tr>
<tr>
<td>Customer effort</td>
<td>P</td>
<td>0.20</td>
<td>0.25</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Execution time</td>
<td>P</td>
<td>0</td>
<td>0.30</td>
<td>0.25</td>
<td>-0.50</td>
</tr>
<tr>
<td>Employee competence</td>
<td>P</td>
<td>0.20</td>
<td>0.10</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Transparency</td>
<td>P</td>
<td>0</td>
<td>0.20</td>
<td>-0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>Innovation factor</td>
<td>E</td>
<td>0</td>
<td>0.20</td>
<td>0</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 5  
Decrease of the degrees of fulfillment.

<table>
<thead>
<tr>
<th>( d_{i, p, t} )</th>
<th>Peroid ( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{i, p} )</td>
<td>1</td>
</tr>
<tr>
<td>Data privacy</td>
<td>0.05</td>
</tr>
<tr>
<td>Process flexibility</td>
<td>0.15</td>
</tr>
<tr>
<td>Customer effort</td>
<td>0.05</td>
</tr>
<tr>
<td>Execution time</td>
<td>0.05</td>
</tr>
<tr>
<td>Employee competence</td>
<td>0.05</td>
</tr>
<tr>
<td>Transparency</td>
<td>0.05</td>
</tr>
<tr>
<td>Innovation factor</td>
<td>0.02</td>
</tr>
</tbody>
</table>

---

Fig. 3. Insurance advice process.
project portfolios. To illustrate the range of the NPV in the case at hand, Table 8 shows the values for the optimal and the worst project portfolio as well as for the project portfolio where the only mandatory project is implemented. Fig. 4 illustrates the associated development of customer satisfaction over time.

In the optimal project portfolio, all projects are implemented: Period 1 comprises the projects P1 and P4. P1 is an efficiency project that considerably reduces costs and improves the performance feature Execution Time. The earlier P1 is implemented, the more costs can be saved during the planning horizon. P4 targets the improvement of the performance features Process Flexibility and Transparency. These features become basic features in period 3 and 5. Furthermore, P4 has a positive effect on the excitement feature Innovation Factor. Period 2 comprises the projects P2 and P5. P2 implies the integration of a legacy tariff database in the back-office, positively affecting the performance features Execution Time and Employees Competence but also strongly increasing periodic costs. As P2 is a mandatory predecessor of project P3 (Table 6), the early implementation of P2 indicates that the benefits of P3 will exceed the negative effects of P2. Project P5 targets INSURANCE’s mobile application and positively affects the performance features Process Flexibility, Customer Effort, and Execution Time as well as the excitement feature Innovation Factor. Additionally, there is a slightly negative effect on the basic feature Data Privacy, which however is exceeded by the positive effects. Specifically, the improvement of Process Flexibility is important as it becomes a basic feature in the next period. In period 3, projects P3 and P6 should be implemented. P3 enables using the legacy tariff database also during the Quick Check, which improves the performance features Customer

### Table 6

<table>
<thead>
<tr>
<th>Project</th>
<th>Description</th>
<th>Type</th>
<th>Investment</th>
<th>Cost effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Implementation of optical character recognition (OCR)</td>
<td>EFF</td>
<td>0.55 MEUR</td>
<td>−0.35 MEUR</td>
</tr>
<tr>
<td>P2</td>
<td>Legacy tariff database in the back-office</td>
<td>EFF</td>
<td>0.30 MEUR</td>
<td>0.20 MEUR</td>
</tr>
<tr>
<td>P3</td>
<td>Follow-up project for P2. Enables to use the legacy tariff database in the sub-process Quick Check</td>
<td>CC</td>
<td>0.70 MEUR</td>
<td>0.10 MEUR</td>
</tr>
<tr>
<td>P4</td>
<td>End customer access</td>
<td>CC</td>
<td>1.50 MEUR</td>
<td>0.40 MEUR</td>
</tr>
<tr>
<td>P5</td>
<td>Improvement of mobile application</td>
<td>CC</td>
<td>0.70 MEUR</td>
<td>0.20 MEUR</td>
</tr>
<tr>
<td>P6</td>
<td>Implementation of PSD2 requirements</td>
<td>CC</td>
<td>0.50 MEUR</td>
<td>0.14 MEUR</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>Feature i</th>
<th>Data entry</th>
<th>Quick check</th>
<th>Back-office analysis</th>
<th>Customer offer</th>
<th>Consulting &amp; conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>P4: −0.10</td>
<td>P1: -</td>
<td>P1: -</td>
<td>P1: -</td>
<td>P1: -</td>
</tr>
<tr>
<td>P2</td>
<td>P5: −0.10</td>
<td>P2: -</td>
<td>P2: -</td>
<td>P2: -</td>
<td>P2: -</td>
</tr>
<tr>
<td>P3</td>
<td>P6: −0.20</td>
<td>P3: -</td>
<td>P3: -</td>
<td>P3: -</td>
<td>P3: -</td>
</tr>
<tr>
<td>P4</td>
<td>P5: 0.30</td>
<td>P4: 0.20</td>
<td>P4: 0.20</td>
<td>P4: 0.20</td>
<td>P4: 0.20</td>
</tr>
<tr>
<td>P5</td>
<td>P6: 0.20</td>
<td>P5: 0.20</td>
<td>P5: 0.20</td>
<td>P5: 0.20</td>
<td>P5: 0.20</td>
</tr>
<tr>
<td>P6</td>
<td>P7: 0.05</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
</tr>
<tr>
<td>P2</td>
<td>P3: 0.20</td>
<td>P2: 0.20</td>
<td>P2: 0.20</td>
<td>P2: 0.20</td>
<td>P2: 0.20</td>
</tr>
<tr>
<td>P5</td>
<td>P6: 0.20</td>
<td>P5: 0.10</td>
<td>P5: 0.10</td>
<td>P5: 0.10</td>
<td>P5: 0.10</td>
</tr>
<tr>
<td>P6</td>
<td>P7: 0.05</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
<td>P6: 0.30</td>
</tr>
<tr>
<td>P1</td>
<td>P4: -</td>
<td>P1: -</td>
<td>P1: -</td>
<td>P1: -</td>
<td>P1: -</td>
</tr>
<tr>
<td>P2</td>
<td>P5: -</td>
<td>P2: -</td>
<td>P2: -</td>
<td>P2: -</td>
<td>P2: -</td>
</tr>
<tr>
<td>P3</td>
<td>P6: -</td>
<td>P3: 0.40</td>
<td>P3: 0.40</td>
<td>P3: 0.40</td>
<td>P3: 0.40</td>
</tr>
<tr>
<td>P4</td>
<td>P5: -</td>
<td>P4: -</td>
<td>P4: -</td>
<td>P4: -</td>
<td>P4: -</td>
</tr>
<tr>
<td>P5</td>
<td>P6: -</td>
<td>P5: -</td>
<td>P5: -</td>
<td>P5: -</td>
<td>P5: -</td>
</tr>
<tr>
<td>P6</td>
<td>P7: -</td>
<td>P6: -</td>
<td>P6: -</td>
<td>P6: -</td>
<td>P6: -</td>
</tr>
</tbody>
</table>

This leads to a reduction of effort within the sub-process Data Entry. Restriction: P6 is mandatory and must be completed in period 3.
Effort, Execution Time, Employee Competence, and Transparency as well as the excitement feature Innovation Factor. P6 is mandatory and must be implemented until period 4 (Table 6). Thus, it is included in the optimal portfolio, although it negatively affects the NPV. No project is scheduled for period 4 as all available projects have already been implemented.

From the informant’s and all other involved experts’ point of view, the results are comprehensible and comply with INSURANCE’s considerations of implementing all projects. As shown in Fig. 4, the optimal project portfolio helps INSURANCE achieve its goal of slightly increasing customer satisfaction regarding the Insurance Advice Process. The findings of the worst portfolio comply with the informant’s assessment that fulfilling basic features is key and should be accomplished before investing in performance and excitement features in the case at hand. Finally, the mandatory-only portfolio shows that INSURANCE must invest in order to only maintain the current level of customer satisfaction and that implementing only mandatory projects even destroys firm value in terms of the NPV.

### 5.2.4. Robustness analysis

Having selected the optimal project portfolio, we performed a robustness analysis to account for potential estimation errors. This step complies with the PPS process that recommends conducting robustness analyses in the portfolio adjustment stage [13]. For the robustness analysis, we agreed with the informant to focus on the fulfillment matrix (Table 4), which was mainly based on expert estimations at INSURANCE. We examined increases and decreases of the initial fulfillment values up to an absolute deviation of +/− 0.5. In detail, we modified all initial fulfillment values by 0.01 units per run, repeated the selection of the optimal project portfolio for each modification, and analyzed the decision model’s behavior.

In case of increased initial fulfillment values, the optimal project portfolio did not change and the NPV increased, as the projects entail higher degrees of fulfillment and customer satisfaction over time. However, in case of decreased initial fulfillment values, we found a different effect. Fig. 5 shows the NPV related to the decrease of the initial degrees of fulfillment. It is important to note that each run of the robustness analysis is based on different initial values and, thus, the optimal project portfolios need not be identical. An analysis of the optimal project portfolios showed that the optimal portfolio changes exactly once in the case at hand. We refer to both portfolios as optimal portfolio A and optimal portfolio B. Portfolio A equals the optimal portfolio that results from the initial degrees of fulfillment and from all increased values. Portfolio B recommends implementing project P1 in period 1 and P6 in period 3, i.e., ((P1),{},{P6},{}). At the same time, the optimal NPV significantly drops from about 27 MEUR to −0.3 MEUR. As the switch from portfolio A to portfolio B happens at a decrease of −0.2 – compared to the initial degrees of fulfillment as presented in Table 4 – we analyzed this point in more detail.

For portfolio A, the NPV continuously declines for decreases in the initial degrees of fulfillment from 0 to −0.2. Subsequently, the optimal portfolio changes from portfolio A to portfolio B, including a significant drop in NPV. For portfolio B, the NPV increases again for further decreases in the initial degrees of fulfillment by −0.2 to −0.5. This effect is rooted in the interplay of feature fulfillments and customer expectations. For lower initial degrees of fulfillment, projects can only realize lower positive effects on customer satisfaction and the NPV. At a certain point, the initial degrees of fulfillment are so low that the projects can no longer compensate for increasing customer expectations and related negative effects on customer satisfaction. Specifically, an under-fulfillment of basic features leads to dissatisfied customers, which cannot be compensated by performance or excitement features –

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Project implementation sequence</th>
<th>Net present value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal project portfolio</td>
<td>((P1, P4), (P2, P5), (P3, P6), {})</td>
<td>31.8 MEUR</td>
</tr>
<tr>
<td>Mandatory-only project portfolio</td>
<td>({}, {}, {P6}, {})</td>
<td>−12.7 MEUR</td>
</tr>
<tr>
<td>Worst project portfolio</td>
<td>((P6), (P2), (P3), {})</td>
<td>−14.7 MEUR</td>
</tr>
</tbody>
</table>

Table 8

Optimal and worst project portfolio.

![Fig. 4. Customer satisfaction for optimal, worst, and mandatory-only project portfolio.](image-url)
no matter how extensively they are fulfilled [26,70]. Consequently, the decision model returns a different optimal project portfolio, i.e., portfolio B in the case at hand, which does not focus on improving revenues through customer satisfaction but on reducing process costs. Hence, the switch of the optimal project portfolio reflects a switch from a revenue- to a cost-driven process improvement strategy. Accordingly, portfolio B includes the efficiency project P1 in period 1, as it reduces process costs, and the mandatory project P6 in period 3 as it is mandatory. All other projects do not improve customer satisfaction strongly enough but would negatively affect the NPV through the required investments and their increasing effect on process costs.

We also found that the NPV of portfolio B increases when further decreasing the initial fulfillment values. This effect is rooted in the calculation of the process revenues. The impact of customer satisfaction on process revenues in a specific period not only depends on customer satisfaction in that period but also on the initial customer satisfaction (Eq. (5)). Hence, lower initial customer satisfaction only allows for a lower impact of customer satisfaction on revenues. Consequently, the relative impact of cost (savings) is stronger (Eq. (1)). Although the decision model still yields interpretable results, this effect shows that the model specifically fits processes for which customer satisfaction is a relevant value driver. If a process hardly depends on customer satisfaction, related effects need not be modelled in such detail as done in the decision model and related data collection effort is not justified. In such cases, one should focus on cost effects as no efficiency/experience trade-off needs to be resolved. Hence, we recommend applying the decision model only to those processes whose value is driven by customer satisfaction.

5.3. Synopsis

To evaluate the decision model, we followed the recommendations by Sonnenberg and vom Brocke [27]. First, we justified the research problem and derived DOs in Sections 1 and 4 (EVAL1). As we continuously accounted for the DOs when developing the decision model, we consider them as addressed.

Regarding understandability and real-world fidelity, we conducted interviews with industry experts (EVAL2), who approved the decision model's understandability for experts involved in process decision-making. The experts also underscored the model's real-world fidelity, stating that it covers most situations occurring in their daily business. The experts' main criticism was that the decision model entails high data collection effort. However, they confirmed that this is a common drawback of decision models – particularly of investment models covering a multi-period planning horizon. In response to this feedback, we ensured that decision model allows for a simplified application based on aggregated input parameters.

Moreover, we implemented the decision model as a software prototype to provide a proof of concept (EVAL3), which we applied at a German insurance company to provide a proof of value (EVAL4). In the INSURANCE case, the decision model yielded interpretable results and the required input data could be collected. The robustness analysis showed that the decision model can cope with estimation inaccuracies (e.g., regarding the initial degrees of fulfillment) and yields consistent results even in case of deviations. Moreover, slight over- and under-estimations of the degrees of fulfillment did not affect the optimal project portfolio, whereas substantial under-estimations caused a switch from a revenue- to a cost-driven improvement strategy. The prototype easily coped with the complexity at hand, supporting both the calculation of the optimal portfolio and the robustness analysis. Hence, we conclude that the decision model is applicable and that its results are useful for process analysts involved in process decision-making.

5.4. Recommendations for application

Based on our experience from the INSURANCE case, we would like to share recommendations for an efficient application of the decision model. First, we recommend using the prototype, as even small problems instances cannot be calculated manually. Second, we recommend collaborating with a key informant (e.g., a process analyst or owner) who knows the process in-depth and who is sufficiently connected within the organization to drive and coordinate the collection of input data. Third, we recommend conducting multiple workshops with the informant (e.g., introducing the overall motivation and background, collecting relevant input data, and discussing results), where additional
experts are invited whenever needed. Fourth, we recommend using secondary data from existing sources (e.g., enterprise information systems, performance measurement systems, customer surveys, lists of completed and ongoing projects) wherever possible – even if it must be adjusted and pre-processed. Primary data (e.g., appraisals of customer agents) should only be collected if needed. In such cases, proven techniques should be used, e.g., Kano’s survey-based technique for feature classification. If data needs to be estimated (e.g., for project effects or weights of sub-processes), multiple experts should be involved to offset subjective bias and to get a feeling for value ranges, which supports the performance of robustness analyses. Fifth, we recommend applying the decision model repeatedly and for multiple processes to continuously reduce data collection effort.

6. Conclusion and outlook

For many companies, CC has evolved into an important success factor. Apart from the design of excellent products, customer-centric business processes are key when implementing CC. With companies commonly facing an abundance of action possibilities, fast-changing customer needs, and scarce resources, we analyzed how they can prioritize process improvement projects to foster CC. To that end, we proposed an economic decision model that assists process analysts in the selection and scheduling of process improvement projects for a predefined process by leveraging knowledge from value-based process decision-making, PPS, and the measurement of customer satisfaction – specifically ideas from the Kano model. Hence, the decision model distinguishes basic, performance, and excitement process features whose degree of fulfillment drives customer satisfaction and revenues in different ways. Moreover, features can switch their type over time. The decision model applies to interaction-intensive core processes for which customer satisfaction is a key value driver. Based on an aggregation of monetary and non-monetary project effects, portfolios of process improvement projects are compared by their value contribution measured in terms of the risk-adjusted expected NPV. This enables addressing both the efficiency/experience trade-off of process design and the trade-off between long-term company growth and the short-term satisfaction of fast-changing customer needs. We evaluated the decision model by discussing it with industry experts, by implementing a prototype, and by applying it at an insurance company.

Our research has theoretical and managerial implications. From a theoretical perspective, the decision model adds to the prescriptive knowledge on process prioritization and CPM through exaptation, i.e., by contextualizing, combining, and extending known solutions to an under-researched problem class [22]. That is, the decision model offers a novel approach to the customer-centric prioritization of process improvement projects. This is an important contribution as knowledge on CPM has been rather conceptual so far and specifically lacks guidance on how to implement CC through customer-centric processes [3]. While there are works that deal with the prioritization of processes and process improvement projects, our work is the first to account for CC in process decision-making. To the best of our knowledge, our work is the first to combine the switching of feature types with PPS, which may also be used beyond process improvement. Moreover, our findings also show that the ideas of the Kano model not only support product but also process design. At the same time, the decision model is not inextricably tied to the Kano model, as other feature types, measurement scales/functions, and effect types can be incorporated. Finally, the decision model contributes to CC in general by providing a means for putting it into practice.

From a managerial perspective, process analysts can use the decision model, the recommendations for application, and the publicly available prototype to prioritize process improvement activities. Our discussions with industry experts and the real-world application confirmed the relevance of the problem setting and our solution. The evaluation also revealed that the decision model supports process decision-makers to think about how to combine the efficiency and the customer perspective on business processes.

Our research comes with limitations that stimulate future research. First, as almost any mathematical model, the decision model builds on simplifying assumptions. For instance, it considers input parameters as deterministic or expected values and captures risk only via a risk-adjusted interest rate. In practice, the degree of fulfillment of process features and their development over time are uncertain such that stochastic modeling would increase real-world fidelity. Increased real-world fidelity, however, comes with increased data collection effort, which hampers applicability. As the decision model was designed to be applicable in industry settings, we opted for a deterministic model and recommend performing robustness analyses to offset uncertainty and estimation inaccuracies. Second, the decision model only focuses on customer satisfaction as driven by customer-company interactions embedded in business processes, not on that part driven by product features. In the future, it may be extended to deal with both parts of customer satisfaction. Third, the decision model is restricted to a single core process, but interactions among processes as well as the fact that customers may interact with a company in several processes may affect the optimal project portfolio. Hence, the decision model should be extended to cover multiple processes. Fourth, the decision model has been evaluated in practice. Although this case confirmed applicability and usefulness, it hardly enabled assessing how efficiently the model can be applied. Although we partly addressed this issue by presenting recommendations for application and by enabling a simplified application based on aggregated parameters, efficiency was not a key evaluation criterion of our work, which focused on the design search process and an overall evaluation. Hence, the decision model should be applied in more cases to establish a knowledge base, to identify ideas for tailoring it to various contexts, and to refine the recommendations for application. To facilitate such case studies, we recommend enhancing the prototype such that it provides more sophisticated analysis functionality and can be extended more easily.
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