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Human-centric Artificial Intelligence:  
The road ahead

This editorial explores the critical role of Human-centric Artificial Intelligence 
in marketing, emphasizing the importance of explainable AI, fairness, and hu-
man’s appropriate reliance on AI systems. It highlights the growing gap between 
AI’s technical advancements and their impact on human behavior, stressing the 
need for transparent and equitable AI solutions that enable stakeholders to 
reflect on AI’s recommendations critically.
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1 Introduction

I could start the extended editorial on this is-

sue of “Artificial Intelligence in market com-

munication and brand management” by stat-

ing how AI has rapidly ascended as a trans-

formative technology, reshaping various in-

dustries and fundamentally altering how 

businesses operate (Berg, Raj, & Seamanset, 

2023). I could re-iterate how, in marketing, 

AI’s ability to analyze vast amounts of data, 

predict consumer behavior, and personalize 

interactions has become an indispensable 

tool (Kshetri et al., 2023). But, you know that 

probably already, and I will spare you further 

details on AI’s promise — e.g., how it has a 

total economic potential of up to 25.6 trillion 

USD (Chui et al., 2023)  — and I will cut to 

the chase: AI is here to stay.

Today, I want to shed light on one specific 

lens of AI research that has been neglected 

in the past and is, in my view, fundamental 

if we want to “make AI work”: the human-

centric perspective. In the past, AI research 

predominantly focused on technical ad-

vancements, such as improving algorithms, 

computational efficiency, and data process-

ing capabilities, often prioritizing perfor-

mance metrics over human implications 

(Taylor, O’Dell, & Murphy, 2023). And 

there was good reason for it: This approach 

has led to remarkable progress in fields like 

machine learning (Sarker, 2021) and natural 

language processing (Ding et al., 2023).  

In contrast and complement to this, human-

centric AI prioritizes designing, developing, 

and deploying AI systems that “understand” 

human needs, enhance human performance 

and well-being, respect human rights, and 

align with human values. Why do I believe 

this perspective to be essential, especially 

right now? Since OpenAI released ChatGPT 

in November 2022, the tool has played a 

pivotal role in democratizing AI by making 

large language models (LLMs) accessible to 

a broad audience, sparking widespread in-

terest and fueling the hype around AI’s po-

tential—which is, do not get me wrong—in 

many ways a blessing. Its ability to generate 

human-like text has helped users across var-

ious fields, from creative writing, personal-

ized marketing to customer service. Sudden-

ly, everyone could experience AI for them-

selves—free of charge and with the most 

straightforward interface possible. Howev-

er, as the excitement around AI grows (and 

this is the “curse”-part), there is also a grow-

ing gap in understanding how humans inter-

act with these systems and, more important-

ly, the long-term implications of AI usage on 

human behavior, cognition, and us as a so-

ciety. To put it mildly, we were overrun, and 

we, as researchers, are only beginning to 

grapple with the ethical, psychological, and 

social effects of widespread AI adoption, 

highlighting the need for more research and 

careful consideration of how AI is incorpo-

rated into our human lives—both privately 

and professionally.

So, as AI continues integrating more critical 

functions, a human-centric approach ensures 

its development and deployment (remain?) 

aligned with human values and needs. It is 

vital to stress that human-centric AI is not 

merely a technological aspiration but a nec-

essary approach to ensure that AI serves hu-

manity ethically, transparently, and benefi-

cially. To me, this concept encompasses var-

ious dimensions, three of which I would like 

to shed more detail on: (1) explainable AI, 

(2) fairness in AI, and (3) human’s appropri-

ate reliance on AI systems. Each of these ar-

eas addresses fundamental aspects of hu-

man-centric AI, aiming to create understand-

able, equitable, and trustworthy systems. In 

the remaining editorial, I want to explore 

these themes and outline future research di-

rections essential for advancing human-cen-

tric AI in marketing and beyond.

2 Explainable AI

Explainable AI (XAI) is a cornerstone of hu-

man-centric AI. It seeks to make the deci-

sion-making processes of AI systems trans-
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parent and understandable to human users. 

The importance of XAI lies in its potential 

to build trust, facilitate accountability, and 

enable informed decision-making (Ali et al., 

2023). Having explainable models is partic-

ularly critical in marketing, where AI-driv-

en decisions can significantly impact con-

sumer experiences and business outcomes 

(Rai, 2020).

XAI techniques such as feature importance 

scores, Local Interpretable Model-agnostic 

Explanations (LIME), and SHAP (SHapley 

Additive exPlanations) can provide insights 

into how AI models derive their predictions 

(Ribeiro, Singh & Guestrin, 2016). These 

techniques can help marketers understand 

the rationale behind AI recommendations, 

e.g., to allow for better strategic decisions 

and customer interactions. However, while 

XAI seems to be the panacea for complex 

and black-box-based AI models like deep 

neural networks, there is a catch to it—or 

multiple ones, to be precise. First of all, the 

typically used post-hoc explainability tech-

niques involve using AI models to interpret 

and explain the decisions made by other, of-

ten more complex, AI models, which can in-

troduce layers of abstraction and uncertain-

ty in understanding the true reasoning be-

hind an AI’s output (Retzlaff et al., 2024). 

This process highlights the challenge of re-

lying on one AI to “demystify” another, po-

tentially compounding the difficulty of 

achieving clear, transparent, and trustworthy 

explanations. Thus, we need to be careful 

when using explanations for high-stake de-

cision-making (Rudin, 2019). In conse-

quence, the effectiveness of XAI is contin-

gent upon two aspects: (1) the fidelity of its 

explanations (are the explanations truthful 

to the underlying decision model?) and (2) 

the human’s ability to comprehend and uti-

lize them (are the explanations understand-

able and actionable by the human?). For in-

stance, simplified explanations can some-

times misrepresent the underlying complex-

ities, leading to a false sense of security or 

misunderstandings (van der Waa et al., 

2021). Moreover, human cognitive limita-

tions pose a challenge in fully grasping AI-

generated explanations—which leads to a 

more fundamental question: Can complex 

(AI) reasoning be even fully explained in 

ways that we humans understand (Liao & 

Varshney, 2021; Riefle et al., 2024)? Can we 

understand errors if explanations are wrong, 

even though they sound plausible and con-

vincing (Lakkaraju & Bastani, 2020; Morri-

son et al., 2024)? Do explanations really fos-

ter trustworthiness of humans (Kästner et al., 

2021; Weber et al., 2024)? Do we need to 

personalize explanations for different stake-

holders (Langer et al., 2021)? Future re-

search should focus on both understanding 

and improving the fidelity of explanations 

and developing metrics to assess and en-

hance human comprehension. Along those 

lines, it is also essential to investigate wheth-

er XAI genuinely improves decision-mak-

ing (Senoner, Netland & Feuerriegel et al., 

2022; Senoner et al., 2024) or merely pro-

vides an illusion of transparency (Fok & 

Weld, 2023; Schemmer et al., 2022).

3 Fairness in AI

Fair AI is a critical requirement of human-

centric AI, ensuring that AI systems operate 

without bias and do not discriminate against 

any group or individual. At least, that is how 

far the theory goes—because AI models’ 

sole purpose is to identify patterns based on 

“biases” in data; only now, we want to make 

sure the model does not do so based on sen-

sitive or protected attributes. Unless, it 

makes sense—for instance, in medicine, dif-

ferentiating between women and men is an 

important (although sensitive) aspect (Ciril-

lo et al., 2020). You see, the Fair AI discus-

sion is not trivial. Nonetheless, across all 

fields, but also in marketing, biased AI algo-

rithms can perpetuate stereotypes, unfairly 

target specific demographics, and lead to 

discriminatory practices (Caton & Haas, 

2024). But why can AI be biased and (in 

consequence) discriminative in the first 

place? AI models learn from data that may 

contain historical biases, leading them to 

replicate and even amplify those biases in 

their outputs. Thus, addressing these issues 

is vital for creating equitable and inclusive 

AI systems.

Current research has identified various fair-

ness metrics to measure bias, such as demo-

graphic parity, equalized odds, and fairness 

through unawareness (Friedler, Scheidegger, 

& Venkatasubramanian, 2021). However, 

these fairness notions often conflict, neces-

sitating trade-offs that complicate the imple-

mentation of fair AI. Within the FATE (Fair-

ness, Accountability, Transparency, and Eth-

ics) community, it is intensively discussed if 

and how multiple fairness notions can be 

considered (Bell et al., 2023).

Interestingly, we see a similar rationale like 

in the XAI discussion: While everyone 

agrees that fairness is necessary and poten-

tially helpful, the precise implementation for 

a (real-world) problem is challenging. Who 

Abstract

Dieser Artikel beleuchtet die Rolle der humanzentrischen künstlichen Intelligenz im 

Marketing und betont die Bedeutung von erklärbarer KI, Fairness und das kalibrierte 

Vertrauen der Menschen in KI-Systeme. Er hebt die wachsende Kluft zwischen den 

technischen Fortschritten der KI und ihren Auswirkungen auf das menschliche Ver-

halten hervor und betont den Bedarf an transparenten und nicht-diskriminierenden 

KI-Lösungen, die es Entscheidungsträgern ermöglichen, die Empfehlungen der KI 

kritisch zu reflektieren

Keywords:  � humanzentrisch  Künstliche Intelligenz  erklärbare  

Künstliche Intelligenz  KI Fairness  Kalibriertes Vertrauen



transfer 04/2024 8

schwerpunkt

defines what is fair (Deshpande & Sharp, 

2022)? What (economical) costs are associ-

ated with “making AI fair” (von Zahn, Feu-

erriegel & Kuehl, 2022)? Furthermore, how 

can we ensure the different perspectives of 

system designers, decision-makers, and af-

fected individuals are appropriately consid-

ered and balanced (Zhang et al., 2023)? 

Future research should explore how to rec-

oncile these conflicting fairness notions and 

examine the role of explainability in achiev-

ing fairness. While XAI can help uncover 

biases, it may also introduce new biases or 

obscure deeper issues. Thus, it is crucial to 

critically assess the interaction between ex-

plainability and fairness (Deck, Schoeffer et 

al., 2024). Researchers should develop con-

text-specific frameworks for fairness assess-

ments and explore how different fairness 

metrics impact various stakeholders. Addi-

tionally, there is a need to investigate how 

regulatory frameworks and industry stand-

ards can support fair AI practices — with the 

EU AI Act being an important starting point 

here (Deck, Müller et al., 2024).

4 Appropriate Reliance 

The truth is: AI systems make mistakes 

(Koch, Föhr & Germelmann, 2023)  — just 

like humans do (Culverhouse et al., 2003). 

The question is: Can humans identify and 

correct these errors? When humans interact 

with AI systems to make (better) decisions, 

past studies observed two specific types of 

human behavior: Algorithm aversion (Liu et 

al., 2023) on the one end of the reliance 

spectrum and automation bias (Goddard, 

Roudsari, & Wyatt, 2011) on the other. Hu-

man’s appropriate reliance on AI systems re-

fers to their ability to depend on AI for de-

cision-making to the extent that is calibrat-

ed (Schemmer et al., 2023), i.e., justified by 

the technology’s capabilities, the psycholo-

gy of the users, and the organizational con-

text (Goddard, Roudsari, & Wyatt, 2011). 

Despite its importance, the concept of ap-

propriate reliance is under-researched. 

Achieving it requires a socio-technical and 

nuanced understanding of the interplay be-

tween AI technology, human psychology, 

and organizational environments. Humans 

may over-rely on AI due to overconfidence 

in its capabilities or their characteristic of 

being lazy efficient decision-makers. They 

may under-rely due to skepticism, lack of 

trust, or overestimating their own abilities. 

Both, overreliance and underreliance, lead 

to suboptimal outcomes, as they do not lev-

erage the complementary potential of hu-

man-AI teams (Hemmer et al., 2024)—but 

combining the strengths of each entity is es-

sential for effective teaming (Kühl et al., 

2022). Due to the earlier mentioned democ-

ratization of AI via tools like ChatGPT, hu-

man oversight of AI recommendations in 

general and their appropriate reliance in spe-

cific have been boosted to one of the most 

crucial aspects in ensuring that AI systems 

are used effectively (Sterz et al., 2024)—and 

rightfully so, as human decision-makers le-

gally have complete responsibility for their 

AI-supported decisions, but the presence of 

AI support might reduce them to “rubber-

stamping” borgs (Fügener et al., 2021; Wag-

ner, 2019).

Future research should aim to optimize ap-

propriate reliance by identifying and under-

standing factors influencing human-AI de-

cision-making—both technical (like uncer-

tainty and XAI) as well as psychological 

(like cognitive biases and decision-making 

heuristics). For instance, studies should ex-

amine how different levels of XAI influence 

(appropriate) reliance (Schemmer et al., 

2023), how reliance and team performance 

are related (Schoeffer, Jakubik et al., 2024), 

and how effective reliance can be fostered 

(He, Kuiper & Gadiraju, 2023). Additional-

ly, organizational policies and training pro-

grams that promote a balanced reliance on 

AI should be investigated (Gimpel et al., 

2024). These programs should ensure that 

human judgment complements AI recom-

mendations rather than being overshadowed 

by them. Finally, the interplay of all men-

tioned human-centric aspects, XAI, fairness 

and appropriate reliance remains underex-

plored (Schoeffer, De-Arteaga et al., 2024).

5 Conclusion

The future of AI in marketing and beyond is 

undeniably human-centric, focusing on de-

veloping technologies that prioritize human 

welfare, autonomy, and fairness. By ad-

dressing critical challenges related to ex-

plainability, fairness, and appropriate reli-

ance, researchers can ensure that AI technol-

ogies are developed and deployed in a man-

ner that is ethical, transparent, and beneficial 

to all stakeholders.

To fully harness AI’s potential in market 

communication and brand management, or-

ganizations must understand and prioritize 

human-centric AI design as a fundamental 

cornerstone, considering the system’s prop-

erties like explainability, appropriate reli-

ance, and alignment with human values. Ad-

ditionally, addressing bias and fairness pro-

actively within the companry is essential, 

implementing robust measures that promote 

inclusivity and ethical AI-driven decision-

making for its employees. Finally, encour-

aging training for effective human-AI col-

laboration and fostering a balance between 

AI support and human judgment ensures that 

AI complements rather than overrides hu-

man expertise.

As we move forward, academia, industry, 

and policymakers need to collaborate and 

guide AI research and application in ways 

that enhance its positive impact on hu-

mans—while mitigating potential risks. By 

embedding human-centric principles into AI 

development, we can build a future where 

AI not only augments human capabilities but 

also respects and upholds the values that de-

fine our society. A promising field of re-

search lies ahead.
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